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ABSTRACT - In today’s world the increasing crime 

rate is one of the most alarming dangers to the society. 

Government and political bodies are also serious about 

the issue and are willing to reduce the crime rates. We 

can analyze crimes in different regions and use k-

means clustering algorithm to categorize these regions 

based on crime rates which will support both the 

citizens and the police force.  
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I. INTRODUCTION 
In today’s world, due to the advancements in 

technology and easily available knowledge online on 

the internet criminals are becoming technologically 

advanced in committing any crime. Therefore many 

challenges are faced by the police, intelligence and law 

enforcement agencies. One such major difficulty is the 

amount of crime data that is available which is 

predominantly due to the high crime rates i.e. difficulty 

in analyzing large amount of data that is involved in 

crime activities therefore the government bodies and 

law agencies need to devise and employ new 

techniques to catch the criminals thereby reducing the 

crime rate. In such situations we can take help of 

machine learning. To perform crime analysis 

appropriate approach need to be chosen and as 

clustering is an approach of grouping together similar 

data and dividing the dissimilar data this is an approach 

which can be used for analyzing the crime data. These 

groups are known as clusters and different techniques 

of clustering are K-means clustering, Mean-Shift 

clustering, Density-based spatial clustering of 

applications with noise, Expectation-maximization 

clustering using gaussian mixture models, 

Agglomerative hierarchical clustering, etc. In this paper 

the algorithm of K-means clustering has been used on 

the scraped crime data using automation so that it 

useful for police, public and crime cells to reduce 

further happenings of similar crimes and providing 

information to reduce the same. Also for crime analysis 

the dataset has been created by scraping the Times of 

India news website from 2015-2021. 

 

1.1 Crime Analysis 

Crime analysis is an important part of the 

research. Crime analysis refers to extracting the 

meaningful information which can applied to use or 

effect from the already existing high volume datasets. 

It can provide information related to crime patterns and 

also various trends in crime. 

Reasons to analyze crime data: 

1. It helps government agencies and law enforcers to 

develop strategies to counter the increasing crime rates. 

2. It can help commuters and general public to travel 

safely to their destinations. 

It is to be noted that the crime patterns are also 

changing and it essential to develop newer advanced 

techniques to keep up with the changing patterns. 

The main objectives of crime analysis include:  

1. Extraction of crime patterns by analysis of available 

crime and criminal data  

2. Prediction of crime based on spatial distribution of 

existing data and anticipation of crime rate using 

different data mining techniques  

3. Detection of crime 

 

II. APPROACH USED 
4.1.1 k-means clustering algorithm  

K-means clustering is one of the method by which we 

can cluster our data into k clusters. 

Process: 

1. Initially, the number of clusters must be known let it 

be k  

2. The initial step is the choose a set of K values which 

will be the center of the clusters. 

3. Next, the algorithm considers each instance and 

assigns it to the cluster which is closest.  

K means algorithm complexity is O(tkn), 

where n is instances, c is clusters, and t is. It often 

terminates at a local optimum. Its disadvantage is 

applicable only when mean is defined and need to 

specify c, the number of clusters, in advance. It unable 

to handle noisy data and outliers and not suitable to 

discover clusters with non-convex shapes. 

 

2.1 Dataset Used 

The data was collected using web scraping from the 

Times of India newspaper. 
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2.2 K means cluster analysis 

The K-means clustering algorithm was applied on the above dataset and following results were obtained. 

 

 
 

Seeing the elbow graph, the value of k was taken to be 6. 
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III. METHODOLOGY 
After clustering the places using the K-means 

clustering algorithm. Specific danger indexes from 1 to 

6 were assigned to all of the places, with 6 being the 

most dangerous and 1 being the least. Now using this 

data, routes were found the google maps between two 

locations in the city of Delhi. Multiple routes were 

displayed on the map with different colors. Also, a 

route summary was shown in which the information of 

the above found routes were displayed like distance, 

time of travel, etc. And the route with the least 

dangerous index was highlighted in green color. To 

implement this API’s like Maps Javascript API, 

Directions API and Places API were used. Also several 

modes of travel were provided to the user such as 

public transport, walking and driving. Some other 

features were also provided to the users such as tapping 

an alert button would send an alert message to all the 

relatives of the victim if he/she is in a dangerous 

situation. Also a button was also provided to the user 

by which he/she can see the nearby places in the area 

using the users location such as hotels, police stations, 

etc. These all features were combined and an 

application was made which can help prevent crimes in 

the city of Delhi. The users would also be able to report 

the crimes through the portal. 

 

IV. CONCLUSION 
The project focuses on calculating the areas 

with high and low crime rates depending upon the 

different types of crimes committed in the different 

regions of an area. 

It eventually aims to curb the crime data to ensure the 

safety of the commuters and general public. 

 

V. FUTURE SCOPE 
In future we can add more parameters to our 

data to increase the accuracy in our results. We can use 

this data for different purposes which can help in the 

safety of the public. It can also be of help in certain 

areas to the police and crime cells. 
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